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Abstract: Information recorded in electronic medical health 

records, clinical reports, and summaries has the possibility of 

revolutionizing health-related research and its corresponding 

industry. EMR data can be used for epidemiological studies, 

disease registries, data banks, drug safety surveillance, clinical 

trials, and healthcare audits. With the rapid adoption of electronic 

health records (EHRs), it is desirable to harvest information and 

knowledge from EHRs to support automated systems and to enable 

secondary use of EHRs for clinical and translational research; 

thereby increasing efficiency. One critical component which is 

predominantly used to facilitate the secondary use of EHR data is 

information extraction (IE) task, which automatically extracts and 

encodes clinical information from a given text. Now, a natural 

language processing model (NLP) focuses on “developing 

computational models for understanding the interaction between 

data science and language”. In the clinical domain, researchers 

have often used NLP systems to identify clinical syndromes and 

common biomedical concepts from imaging data, radiology 

reports, discharge summaries, problem lists, nursing 

documentation, drug reviews, and medical education documents. 

These data can help doctors determine patients' health 

condition(s) including diagnostic information, procedures and 

tests performed, treatment results, drugs administered, and more. 

Therefore, we hope to gain some insights and develop strategies 

to improve the utilization of these NLP systems in the clinical 

domain. We hope to provide a vision for addressing the existing 

data challenge(s) in this domain. For this, we would look at the 

various models that have been used/published over the years and 

test them for their attributes including effectiveness, accuracy, 

precision, etc. We believe that adding a probabilistic graphical 

model framework for structured output prediction would further 

improve the performance of our system. This experiment remains 

our future work. 

Keywords: Electronic Health Records, Machine Learning, 

Models, Natural Language Processing, Disease, Information 
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I. INTRODUCTION 

EHRs are huge free-text data files or datasets that are 

documented by healthcare professionals, e.g.: clinical notes, 

imagery results, discharge summaries, or lab reports. Finding 

specific information from this data is obviously time-

consuming since the data is unstructured and there may be 

multiple such records for a single patient. 
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So, NLP techniques can be used to make this data structured, 

and quickly find information whenever needed, thereby 

saving the time needed from otherwise completing these 

mundane tasks. 

In this project, we aim to build a tool that would 

automatically structure this data into a format that would 

enable doctors and other healthcare professionals to quickly 

find the information that they need. Specifically, we aim to 

build a Named Entity Recognition (NER) model that would 

recognize entities for a case event such as drug strength, 

administered time, duration, frequency, adverse drug event 

(ADE), reason for taking the drug, route, and form. Further, 

the model can also recognize the relationship between drugs 

and every other named entity as well [1]. This would allow 

healthcare professionals to not only look at individual entities 

but also all the relationships between them (if present). 

Moreover, this would also allow them to easily find out the 

relationships between a drug and ADEs so that such drugs can 

be monitored carefully [4]. 

Subsequently, the final goal of this project would be to 

build an API where healthcare professionals could potentially 

send EHR data and the API would return character and/or 

data ranges for each annotation so they can be highlighted in 

the original data. In other words, it would return structured 

JSON-format data that includes separately labeled data for 

medication history and discharge medications. The 

highlighted annotations could be useful when a healthcare 

professional wants to see important information along with 

other details in the EHR. The structured information can then 

be used to store the data for quick reference in the future. 

II. MATERIAL AND METHODS-OVERVIEW OF 

THE PROPOSED SYSTEM 

A. Named Entity Recognition (NER) 

To perform NER on a given dataset, three different models 

are built. A rule-based model is built as a baseline and two 

machine learning models are then subsequently built. 

i. Rule-Based Model 

To establish a unanimous baseline, a traditional dictionary, 

and regular expression-based NER model is used. A regular 

expression is written to find the dosage entity, which would 

find any number followed by "mg" or "mcg". For all other 

entities, the data is split into 80% train data and 20% test data. 

The training data is used to create a dictionary of each entity, 

so if the same entities appear in the test data, it would classify 

it as the corresponding entity. 

ii. BiLSTM + CRF 

Just a BiLSTM network is enough to classify each token 

into various entities along with its class (i.e. B: beginning or 

I: inside). Since the outputs of 

BiLSTM of each word are 

the label scores, we can 

select the label that has the 
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highest score for each word. By this scheme, we may end up 

with invalid outputs, for e.g.: I-Drug followed by I-ADE or 

B-Drug followed by I-ADE. 

iii. BioBERT 

The output of each token from the BERT model is passed 

through a fully connected neural network with a SoftMax 

layer at the end that classifies that token to an entity. The 

entities here would be in IOB format, for example, B-DRUG 

and I-DRUG would be treated as separate entities. This entire 

model is called BERT for token classification, and its 

architecture is available in Python's transformers library. 

BioBERT is a pre-trained BERT model, which is trained on 

a medical corpora of more than 18 billion words. Since it has 

a medical vocabulary and is trained in biomedical data, we 

chose this model for finetuning our dataset. 

B. Data Preprocessing 

Usually, the EMR databases are composed of a variety of 

heterogeneous data sources, and so the data retrieved from the 

EMR database is diverse, incomplete, and redundant, which 

in turn, will affect the final mining result [2] to a great extent. 

Therefore, the EMR data must be appropriately preprocessed 

to ensure that the data is accurate, relevant, complete, and 

consistent, and has protected privacy. The process of data 

preprocessing includes data cleansing, data integration, data 

transformation, data reduction, and privacy protection. 

C. Data Cleaning 

The EMR data, which is incomplete, noisy, and 

inconsistent, can be cleaned by filling in the defaults, 

smoothing noise, and correcting data inconsistencies. When 

gathering EMR data, some data attributes may be lost due to 

manual errors and system failure. For default data, there are 

several ways around this. We could ignore missing data, 

manually fill default values, use attribute averages, fill 

defaults with the most likely values, or retrieve other data 

sources. When the missing value has a small influence on the 

processing process, the missing data is usually ignored. 

Furthermore, when the missing data attribute exists in other 

data sources, the data source should be retrieved. 

D. Data Integration 

At the data integration stage, the data stored in different 

data sources needs to be consolidated and assimilated 

thoroughly. But here comes the challenge of dealing with 

heterogeneous data and its redundancy. Through data 

integration, the accuracy and speed of data mining can be 

improved. In a nutshell, if an attribute can be derived from 

other attributes, then the attribute is redundant and should be 

cleaned up. Redundancy is mainly reflected in the repeated 

records of data attributes or inconsistencies in the way of 

attribute expression. 

E. Data Transformation 

Data transformation refers to the conversion of a dataset 

into a unified form suitable for data mining. Suitable methods 

include smoothing noise, data aggregation, and data 

normalization. According to the direction and target of data 

mining, the data transformation method filters and 

summarizes EMR data. Data analysis can be more efficient 

by having directional, purposeful data aggregation. To avoid 

the dependency of the data attributes on the measurement 

units, data should be normalized to make the data fall into 

smaller common spaces, to make it more readable. 

F. Privacy Protection 

Compared with traditional paper medical records, the 

application of EMR has greatly promoted the development of 

medical care, but it has also brought a lot of privacy and 

security problems. EMRs contain sensitive information about 

the patients, and it can be very serious if gone into the wrong 

hands. So, to mitigate these issues, we can adopt different 

ways to protect privacy in EMR [4], which can include data 

protection protocols, hashing, data encryption, privacy 

anonymity processing, and access control. 

 

[Fig.1: Flowchart of EHR Data Collection & Assimilation] 

III. RESULTS AND DISCUSSION 

We use unstructured medical data in EHR to build models 

for biomarker extraction and standardization [1]. We 

demonstrate that we can apply deep learning NLP models 

using coevolutionary neural networks (CNN) or recurrent 

neural networks superior to classic machines to determine the 

status of patients' biomarkers accurately [5]. Having said that, 

the tremendous volume of unstructured texts in EHRs is one 

of the major barriers to artificial intelligence (AI) adaptation 

in medicine. We show here that a deep learning NLP 

algorithm is used to achieve high performance in EHRs with 

mixed languages and significant heterogeneity in the target 

parameters and values for extraction and standardization of 

biomarker values. 

The Rule-Based model did not perform very well, but that 

was expected as it does not take context into account and has 

a very high false positive rate. For BiLSTM + CRF and 

BioBERT, the ADE-corpus dataset is integrated into our data 

which thereby improves the performance to a great extent. 

The F1 score for the ADE entity improved from 0.3403 to 

0.8673 for the BioBERT model after adding a sample of the 

ADE Corpus. 

 

[Fig.2: Performance of our Models Based on Different 

Attributes] 
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Although BiLSTM is pretty much similar to BioBert with 

respect to relatively all entities, there is one entity where the 

problem arises: its adverse drug event [3]. This is due to the 

lack of clinical trial data available to us. ADE is much more 

prevalent in the case of new drugs [6], so appropriate data 

must be made public in order for the models to work more 

efficiently as far as this entity goes [7]. 

 

Furthermore, we found that incorrect predictions of high 

confidence were primarily caused by human mistakes, and 

those with model mistakes were restricted to people with low 

trust [8]. Despite human errors in the training data set, the 

ability to achieve high precision highlights the stability of the 

method [9]. It should be pointed out that other errors in 

medical records and records, apart from manual annotation 

errors, are known to occur at error rates of up to 27%. The 

final models can be integrated into the overall pipeline to 

make it easier to automatically extract and normalize the 

biomarker values [10]. For subsequent manual validation, 

low-confidence forecasts can be marked [11]. 

IV. CONCLUSION 

So, to conclude, we have developed and validated some 

clinical named-entity recognition models for free-text 

electronic health records. Information extracted from EMR 

text can be used to identify varied conditions and/or 

symptoms of patients with a high level of success rate. We 

also demonstrated that machine learning plays an essential 

role in developing a robust model applicable across different 

clinical domains.  

 

The developed model too doesn't require an expensive 

infrastructure and can be used on standard machines with a 

decent CPU system. Further research is needed to improve 

the recognition of naturally underrepresented concepts. 

Future NLP studies should concentrate on the investigation 

of symptoms and symptom documentation in EHR free-text 

narratives. Efforts should be undertaken to examine patient 

characteristics and make symptom-related NLP algorithms or 

pipelines and vocabularies openly available. 
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